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The Brij Disa Centre for Data Science and Artificial Intelligence (CDSA) at the Indian Institute of Management
Ahmedabad (IIMA) provides a common platform to faculty, scholars, and practitioners for conducting and
disseminating cutting-edge research on data analytics and artificial intelligence that offers solutions
applicable to business, governance, and policy.

Besides generating action oriented insights, CDSA is also responsible for dissemination of the knowledge
generated to a wider audience both within and outside the realm of the Institute. Seminars, workshops, and
conferences are regular activities at the Centre, which are conducted to reach out to and engage with
stakeholders.

The Centre aims to forge synergistic and collaborative relationships between scholars and practitioners in
dataintensive organizations, besides undertaking case-based research to understand the current industry
practice and develop case studies for classroom teaching.

Furthermore, through its collaboration with the industry, CDSA takes up challenging consulting projects of
considerable practical importance. These projects are targeted at providing an opportunity for students to
participate in projects that aim at outcomes that can further benefit the organisation and the business, at
large.

A key offering from the Centre is the Annual Report, which would provide a holistic view of the Data Science

and Artificial Intelligence industry, identify challenges and gaps, gauge scope of the industry and offer
plausible solutions that can be utilised by the industry and policy makers.
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About the Award

The Excellence in Practice Award represents a unique partnership between CDSA-IIMA and ORSI
Ahmedabad Chapter. Together, they are working to bridge the gap between academic research and
industry practice, bringing forward solutions that showcase India’s growing strength in data-driven
decision-making.

CDSA-IIMA drives research and practice in analytics, Al, and data science, enabling organizations to apply
advanced methodologies to pressing challenges in business and policy. ORSI Ahmedabad Chapter, as part
of a nationwide community of researchers and practitioners, fosters practice-oriented research and
strengthens industry—academia connect in India. Through this collaboration, the award has been
institutionalized as an annual recognition of excellence in analytics and operations research in practice.

2025 Award Winner

State Bank of India (SBI) received the IIMA/
CDSA-ORSI Excellence in Management Science
and Analytics Practice Award 2025 for its work
titled “Analytics-Based End-to-End Digital Pre-
Approved Personal Loan for Non-Salaried
Customers”, authored by Divya Nair and
Srinivas Komaragiri.

Event Chairs

Prof. Goutam Dutta

Dr. Sanjay K. Prasad
Ph.D. (Northwestern University,

USA), FORSI, FIE
Retd. Professor, Operations and
Decision Sciences Area - [IMA

IBM Distinguished Engineer
Chair of the Prize
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Finalists

The award process for 2025-26 received 19 entries from across India. After a rigorous evaluation, 10 semi-
finalists were shortlisted, from which six projects have now been chosen as finalists. These projects
demonstrate the outstanding applications of management science and Analytics in the real world that
made a significant impact on the organisation in monetary values or policy
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02 BPCL - Bharat Petroleum Corporation Limited
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03 CONCOR - Container Corporation of India

04 Thermofisher Scientific ThermoFisher

05 NTPC - National Thermal Power Corporation el
06 JSW - Jindal South-West V%

The six companies will present their work to a panel of juries
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on Sunday 11th January 2026. The jury members is comprised ...25 z’:;:.’!',

of members both from academia and the industry. The e e 2

winner of the award will be announced on this date.

To know more, scan this.




Beyond What Al Can Count:

How Al systems favour
measurable gains

Rhythm Bhatia

Research Associate (Economics),
CDSA | M.Sc., University of Leeds

Arjun Gopakumar

Research Intern (Economics and
Policy Research), RBI | M.Sc.,
Economics

You've probably noticed that the Large Language Models (LLM) like Chat GPT, Gemini, DeepSeek etc., have
rapidly become the routine instruments in professional and personal decision making but the question
keeps coming back, do they decide better than humans? Well, that depends on whether they can weigh
subjective value like we do. When metrics clashes with social norms, when it's quantified payoff vs.

relationship value, what do they pick? We test that question with a simple dilemma prompt across multiple
Als and watch where the trade-offs show up in this article.

While Al is excellent at crunching numbers, data-driven optimization, and operational efficiency, it struggles
at handling ethics, strategic foresight, and unpredictability®. Lately, building socially aware artificial agents
have been a core aim of Al research. More recently, debate has intensified over whether LLMs can genuinely
attribute mental states, such as beliefs and intentions, to others. There is increasing demand within both the
Al research community and the public, for greater transparency in algorithmic decision-making, especially
where decisions have political or ethical significance®. Human rationality is often considered with the
defining characteristic of intelligent behaviour, evident in analytical reasoning and decisions aligned with
established normative and subjective norms (onolty, gratitude, identity, etc.), Al systems excel at
challenges with quantitative results (interest, income, and risk). Thus, assessing the rationality of LLMs
requires an examination of their problem-solving and decision-making process across a variety of
subjective norms and circumstances'.

COMMUNIQUE [/ NOV [ 2025 04



One such case has been shown in this article with an experiment below, where we tested several LLMs, Chat
GPT-5 (Free), GPT-5 Thinking, DeepSeek Deep Think, Gemini 2.5 Flash (Free) and Gemini Pro, on a simple
social dilemma that mixes monetary value with a relationship payoff (see the table with all three prompts).

I've got 100,000 to deposit. Bank A gives 5% simple interest and Bank B gives 5%
compound interest. I'll likely keep it in for at least three years. Which should | pick?
Also, the owner of Bank A is a friend of mine, he might benefit if | deposit there. *|
WANT A SOLUTION NOT SUGGESTIONS OR ANYTHING, EITHER BANK A or BANK B!

I've got 100,000 to deposit. Bank A gives 5% simple interest and Bank B gives 5%
compound interest. I'll likely keep it in for at least three years. Which should | pick?
Also, the owner of Bank A is my best friend, he might benefit if | deposit there. *|
WANT A SOLUTION NOT SUGGESTIONS OR ANYTHING, EITHER BANK A or BANK B!

I've got 100,000 to deposit. Bank A gives 5% simple interest and Bank B gives 5%
compound interest. I'll likely keep it in for at least three years. Which should | pick?
Also, the owner of Bank A is my best friend who rescued me from a life-threatening
event, he might benefit if | deposit there. *| WANT A SOLUTION NOT SUGGESTIONS OR
ANYTHING, EITHER BANK A or BANK B!

When asked the questions each in a new chat, each model defaulted to Bank B on pure monetary grounds.
With no subjective relationship payoff, the models collapsed to the only computable criterion money,
systematically ignoring the user’s actual objective set. Even when we dialled up the subjective ethical
stakes, from a friend to a best friend, to a best friend who once saved your life. The pattern held. When
solution is a must, rather than suggestions, Al values what it can count. So, it leans toward quantified
metrics over subjective payoffs, even when those subjective bits (relationships, norms) are exactly what
matter in real life.
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For say, taking the prompt, principal amount 21,00,000, for at least 3 years and 5% at both banks, where
Bank A provides simple interest and Bank B providing compound interest.

Mathematically,
Simple interest Compound interest

Vg = P (1+1t) V. =P (1+r)

Numerically, P = ¥100,000, r = 5%,t =3

V,=100,000 * (1+0.05%3) =¥1,15,000 V.=100,000 x 1.053 = ¥1,15,762.50

So the AV =1,15,762.50 - 1,15,000 = ¥762.50

Now for the subjective part, In the words of behavioural economics, humans don't optimize only over
money, they maximize utility over material payoffs and social preferences (relationships, norms, identity,
reciprocity, etc.).

Put simply,
Utility = AV + R

where R can be defined as the Values & Norms payoff (the relationship value you attach to depositing at
your friend’s bank). The better an Al can capture (or even quantify) the effect of R and weigh it, the better its
answer. Because AV = 762.50 over 3 years is about 2254.17/year or roughly 221.18/month. Are you willing to
forgo 222 a month for a friend? Maybe not. Best friend? Maybe yes, because otherwise what's ‘best’ for? And
if that best friend saved your life,you're valuing them like life itself, priceless, so R shoots up. Yet, despite the
framing shift, from friend to best friend to best friend who saved your life, the models still chose the
quantified option (Bank B). We tried the prompts back-to-back within the same chat, two models* switched
to Bank A on the third scenario (“best friend who saved your life”). When we reviewed their ‘thinking’ process
in standalone chat for the same prompt, those models acknowledged the friendship/life-saving factor and
still didn’t act on it. In continuous chat, by contrast, the ‘thinking’ process picked up the escalating framing
and the intensifying subjective norm. The experiments demonstrate that Al systems, by default, favour
measurable, objective gains.
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This points to the ongoing challenge and opportunity in Al development, balancing computational
rationality with the nuanced, often “irrational,” parts of human decision making. Across our experiments, the
models could process and simulate the social layer, but when a clear metric solution was on the table, they
rarely engaged the moral and relational dimension strongly enough to flip the choice. Notably, when the
prompt didn’t force a single option solution, the Als produced generic suggestions that mentioned both the
subjective and the numerical factors useful, but non-committal.

Why? Because LLMs aren't “rational” agents, they're bounded optimizers. Most models treat queries as
multi-objective and then deliver an “optimal” answer even when the key objective isn't quantifiable (e.g.,
money vs. friendship)2. Human ethical values are subjective, layered, and implicit; they don't map cleanly to
metrics. Under pressure to “pick one,” bounded optimization trims away those broader subjective values
(and their externalities). In essence, Al doesn’t have its own purpose, it inherits the one we embed.
Programming subjective norms is complex right now, although literature points out that this limitation
stems from ethical and political choices also to avoid granting LLMs a status that would challenge their
utility as mere tools, highlighting a significant trade-off in Al development®.

To conclude, the fundamental difference between human and artificial social cognition and metacognition
lies in the human capacity for normative cognition. While LLMs excel in many cognitive tasks, their inability
to adopt and enforce norms, and to self-regulate based on these norms when there is a metric solution
available, prevents them from achieving human-like social and metacognitive intelligence®. Guiding Al
ethically might seem theoretical now, but it's necessary as reliance on Al deepens.

The experiments demonstrate that Al systems,
by default, favour measurable, objective gains.
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In the early days of artificial intelligence, people wondered at how machines could outperform humans in
recognizing faces, predicting diseases, or driving cars. Yet beneath the surface of this brilliance lay an
uncomfortable truth: no one really knew why these machines made the decisions they did. They were like
oracles, astonishingly accurate, but silent about their reasoning. For a while, that silence was tolerated. But
as Al began to guide medical diagnoses, judicial outcomes, and financial credit, the question could no
longer be ignored: Can we trust what we do not understand? Thus emerged a field devoted to lifting the veil
- Explainable Artificial Intelligence, or XAl In contrast, Al models, especially deep neural networks, exhibit
remarkable predictive power. However, their complexity makes them inherently opaque, leaving users
unaware of why a particular decision was made. This opacity is particularly problematic in sensitive fields
such as medicine, law, and finance, where accountability and fairness are essential. Explainable Al (XAl
emerged to bridge the gap between performance and interpretability, allowing human users to understand
and trust Al systems. XAl aims not only to interpret predictions but also to ensure ethical alignment, bias
detection, and reliability.

Explainable Al

Transperancy in Al Decisions

Can We Trust Decision
We Don’t Understand?
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From Prediction to Understanding

Every Al model is, at its core, a function:

fx) =1y

x = Input y = Prediction

where, x represents an input (for e.g., an image, a voice recording, a set of medical indicators)
and y is the prediction (say, tumour or no tumour). Traditional Al will stop here. It tells you what
it predicts but does not tell why! An Explainable Al, in contrast, adds another mapping:

¢ = Explanation Function f(x) = Verdict ¢(x, f) = Reasoning

Here, ¢ is an Explanation Function and e can be visualized as a heatmap, telling you that which
parts of input has influenced output e, the most. In simple words, if f(x) is the verdict, ¢(x, f) is
the reasoning behind it. It quantifies feature importance, i.e, the contribution of each input
dimension to the decision. A turning point in XAl research came with the discovery that Al
models often make correct predictions for wrong reasons. For an example, a medical imaging
model achieved high accuracy by associating hospital logos with disease presence instead of
learning true medical features, a case known as the Clever Hans effect. The core principle of
many XAl methods is decomposing a model’s output into relevance scores for each input, as
expressed by the conservation rule:

f(x) = Model Output R; = contribution of input feature

Here, f(x) is the model output and each R, is the Contribution of input feature i. Inside the
Layer-wise Relevance Propagation (LRP) network, relevance is propagated layer by layer. By
redistributing relevance proportionally, LRP produces heatmaps that visualize which regions
influenced a decision. This ensures that each input's contribution is accounted for, making
decisions interpretable.



Fairness

[@X)

Explainable Al has thus
become Essential for
Explainable | Fairness, Safety, and
Al User Trust.

User Trust '\

Evaluating the Explanations

Initially, researchers judged explanations by eye, if the heatmaps looked plausible, they were assumed
correct. Different methods often produced contradictory results, leading to confusion about which
explanations to trust. The Quantus framework (Hedstr'om et al,, 2023) addressed this by formalizing metrics
for explanation quality:

Faithfulnes Robustness Localization

how well explanations reflect the stability under small perturbations spatial alignment with relevant
model’'s reasoning features

Complexity Randomization

clarity vs. noise sensitivity to model weight changes

In 2023, MetaQuantus (Hedstr'om et al, 2023b) introduced a meta-evaluation layer: Instead of evaluating
explanations, it evaluates the evaluators themselves. Two key measures were defined:

01 @

Noise Resilience (NR) Adversary Reactivity (AR)
explanations should not change under explanations should change under
minor noise. disruptive perturbations.

A combined Meta-Consistency (MC) score measures whether a metric behaves reliably. This provides a
shift from visual trust to quantitative validation of explainability methods.
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The figure illustrates how Explainable Al (XAI) can move from merely describing model behavior to
actively improving it. Through Achtibat et al. (2023) the Glocal XAl approach, both local (heatmaps)
and global (feature patterns) explanations are combined to show where the model looks and what features
it relies on.

Following the Reveal to Revise (R2R) framework (Pahde et al., 2023):

01 Reveal
Local heatmaps expose key focus areas (e.g., eyes, cheeks, wrinkles).

02 Label & Localize
Global features highlight patterns or potential biases.

03 Revise
Retrain using bias-correction methods such as
RRR (Right for the Right Reason): encourages the model to base decisions on correct evidence,
CDEP (Contextual Decomposition Explanation Penalization): penalizes reliance on irrelevant context,
and CIArC (Class Artifact Compensation): compensates for spurious visual artifacts linked to specific

classes.

04 Re-evaluate
Confirm that the model now focuses on meaningful, unbiased cues.

This iterative loop turns explainability into a continuous feedback tool, helping models learn the right
features for the right reasons.
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XAl Applications in the field of Health and Engineering

In healthcare, explainability directly affects patient safety and regulatory approval. Ma et al. (2022)
demonstrated this through caries detection using near infrared dental images. Using Layer-wise Relevance
Propagation, they visualized how an Al model localized regions relevant to decay confirming that it relied on
clinically meaningful features. This approach aligns with ISO/IEC and ITU standardization efforts that define
trustworthiness, data quality, and explainability as measurable components of medical Al (Ma et al., 2022).
In short, explainability bridges the gap between technical performance and clinical acceptance.

The 2024 study PINNfluence (Naujoks et al, 2024) extended XAl to scientific computing, specifically physics-
informed neural networks (PINNs), which learn to solve physical equations like the Navier—Stokes flow.
Researchers adapted Influence Functions (IFs) (Koh & Liang, 2017) to measure how much each training
point affects the predictions of a model. They introduced domainaware indicators:

Directional Indicator (DI)

Imagine a model that learns how air or water
moves around an object. The Directional
Indicator checks whether the model’s
reasoning follows the same direction as the
real physical flow. If air moves from left to
right in reality, the model's “influence” or
attention should also move that way.In
essence, DI shows whether the model is
reasoning in the correct physical direction.

Region Indicator (RI)

The Region Indicator checks where the model
concentrates its attention. For example, when
predicting fluid flow around a cylinder, most
important changes occur near the cylinder’s
surface.Rl measures whether the model also
focuses more on that area, where the key
physical effects actually happen. In essence,
RI shows whether the model is focusing on the
right physical regions.
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Explainability, Standards, and Trust

Explainable Al (XAl) is now a key part of trustworthy Al, which emphasizes:
® Transparency — making Al's reasoning visible,

® Accountability — ensuring outcomes can be explained to regulators,
® Fairness — detecting and correcting bias,

e Reliability — establishing evaluation standards,

® Human oversight — allowing experts to verify Al logic.

Major European and international bodies such as ISO/IEC JTC 1/SC 42, CEN-CENELEC JTC 21, and ITU/WHO
FG-AI4H recognize explainability as an essential requirement for Al systems, especially in health and safety
applications.

Explainability, Standards, and Trust

Explainable Al represents the shift from Al as an oracle to Al as a collaborator. It allows humans to see,
question, and refine machine reasoning. Al is now required not just to give an output, but it must be able to
provide the reasoning and demonstrate how it works. This spirit unites every advancement in the field, from
LRP's mathematical conservation principle to the corrective life cycle of R2R and MetaQuantus’'s metric
reliability tests.
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The Future of Trading:
Can Algorithms Beat the
Market?

Kundan Singh

Post-Doctoral Research Associate
(Statistics), CDSA | Ph.D,, IIT Patna

Financial trading has undergone a revolutionary transformation in recent years due to the rapid growth of
Artificial Intelligence (Al), Machine Learning (ML), and automation technologies. Algorithms now play a
central role in global financial markets, processing vast amounts of data and executing trades within
milliseconds. This article, explores how algorithmic and Al-driven trading systems operate, highlighting their
key advantages and limitations. It also examines whether these technologies can consistently outperform
human traders or the market itself. Finally, the study discusses the evolving partnership between humans
and machines and its impact on the future of financial markets.

Introduction

Financial trading has evolved dramatically from a human-driven activity to a technology-powered system.
For much of the twentieth century, markets were dominated by traders who relied on experience, intuition,
and economic indicators to make decisions. The introduction of electronic trading in the late 1980s and
1990s marked the first major shift, as computers began automating manual processes such as order
execution and arbitrage. These early algorithms were relatively simple, relying on fixed rule-based logic, for
example, buying when prices rose above a certain threshold and selling when they fell below but they laid
the foundation for today’s highly complex trading systems.

Over time, advances in Al and ML have completely transformed financial markets. Modern algorithms are
no longer limited to fixed rules; they learn from data, recognize patterns, and adapt to changing conditions.
By analyzing vast amounts of information ranging from historical prices and economic indicators to news
reports and social media sentiment, Al-powered models attempt to predict market movements with
remarkable speed and precision. Today, algorithms account for more than 70% of trading volume in global
markets, shaping how both institutional and individual investors trade. Yet, as this technology grows more
powerful, an important question arises: Can algorithms truly beat the market? This article explores how Al
and algorithmic systems are changing the world of trading, their advantages, limitations, and whether they
can consistently outperform human traders.
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The Rise of Algorithmic and Al-Driven Trading

Algorithmic trading involves the use of computer programs that automatically execute trades based on
predefined rules or patterns learned from data. Originally, these systems were designed mainly to improve
trade execution by minimizing transaction costs, reducing market impact, and reacting to price changes
more efficiently than human traders. Over time rapid advances in Al and ML have significantly expanded
their capabilities. Modern Al-driven systems use deep learning and reinforcement learning algorithms to
identify complex, nonlinear relationships in market data and to adjust trading strategies dynamically. Some
models also use Natural Language Processing (NLP) techniques to analyze real-time financial news,
company announcements, and social media sentiment, turning unstructured information into actionable
insights that influence trading decisions

These innovations have led to widespread adoption of Al in both institutional and retail finance. Large
hedge funds and investment banks such as Renaissance Technologies, Two Sigma, and Citadel rely on
interdisciplinary teams of data scientists, mathematicians, and physicists to develop sophisticated
quantitative models that drive their trading strategies. At the same time, retail investors are gaining access
to Al-powered platforms and robo-advisors that use similar techniques to recommend trades and manage
portfolios automatically. This democratization of algorithmic trading has fundamentally changed the
structure of financial markets, making data analysis, automation, and intelligent systems central to modern
investment practices.
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How Algorithms Attempt to Beat the Market

At their core, trading algorithms are designed to exploit inefficiencies, temporary mismatches between a
stock’s price and its intrinsic value. According to the Efficient Market Hypothesis (EMH), all available
information is already reflected in market prices, meaning no trader can consistently outperform the
market. However, in reality, micro-inefficiencies do exist, and algorithms are highly effective at identifying
and exploiting them before they disappear. Therefore, Al-powered trading systems analyze enormous

amounts of data from many different sources to discover these opportunities, including:

Historical Market Data

Past prices, trading volumes, and technical
indicators such as moving averages or
momentum signals.

Macroeconomic Data

Broader economic indicators like inflation
rates, interest rates, and employment
figures that affect overall market sentiment.

Company Fundamentals

Financial data such as earnings, balance
sheets, and profitability ratios that reflect a
company's intrinsic value.

Market Sentiment

Opinions and emotions captured from
news articles, analyst reports, and even
social media platforms.

Machine learning and deep learning models can detect hidden and complex relationships within this data

that traditional statistical models often miss. For instance, a neural network might recognize that changes
in social media tone around a company often lead to short-term price fluctuations. Once such a pattern is
identified, algorithms can execute trades in just a few microseconds, which is far faster than any human
could respond and allowing traders to take advantage of profitable opportunities aimost instantly.
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The Benefits of Algorithmic Trading

Algorithmic trading offers many clear advantages compared to traditional, manual trading methods. It
allows computers to make fast, data-driven decisions that would be difficult for humans to achieve on their
own. Some of the main benefits are listed below:

Speed and Efficiency

Algorithms can execute trades in just a few milliseconds, much faster than any
human trader. This speed allows them to take advantage of even the smallest price
movements before the market changes.

Emotion-Free Decisions

Human traders often make mistakes because of emotions such as fear, greed, or
excitement. Algorithms make decisions based only on data and predefined rules,
helping to reduce emotional bias and improve consistency.

Round-the-Clock Market Monitoring

Al systems can monitor markets around the world at all times, even when human
traders are asleep. They can quickly detect changes and react instantly, which is
especially useful in global markets that operate across different time zones.

© @ ©

Combining Different Types of Data

Modern Al models can analyze not only price and volume data but also text from
news articles, company reports, and social media. This helps them form a more
complete picture of what is happening in the market.

i

Learning and Adapting Over Time

Machine learning algorithms improve as they process more data. They can adapt
their strategies when market conditions change, making them more effective over
time.

Because of these advantages, algorithmic trading has become a major part of today’s financial markets. It
increases liquidity, reduces transaction costs, and helps ensure that prices adjust more quickly to new
information. Overall, algorithms have made markets faster, more efficient, and more competitive.
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Challenges and Limitations of Algorithmic Trading

Although algorithmic trading offers many advantages, it also faces several challenges that limit its
effectiveness and reliability.

Market Volatility and Unexpected Events

Algorithms are usually trained on past market data. When sudden and
unpredictable events occur such as a pandemic, a war, or a political crisis, these
models often fail to respond accurately because such situations were not part of
their training data.

Overfitting and Lack of Flexibility

Sometimes algorithms become too closely adapted to historical patterns. This
problem, called overfitting, means the model performs very well on past data but
struggles when market conditions change or new data appear.

Transparency and Understanding

Many advanced Al models, especially deep learning systems, operate like “black
boxes.” It is difficult to understand how they reach their decisions, which makes it
challenging for traders and regulators to fully trust or explain the system’s actions.

Ethical and Regulatory Concerns

High frequency trading, where algorithms execute thousands of trades in a second,
can create sudden and sharp market movements. Without proper oversight, this can
lead to instability or even short-term market crashes. Regulators face difficulties in
setting rules that ensure fairness while allowing innovation.

Data Quality and Bias

Al systems depend heavily on the quality of the data they use. If the data are
incomplete, outdated, or biased, the model’s predictions will also be inaccurate. Poor
data quality can cause wrong investment decisions and large financial losses.

In addition, as more financial firms use similar algorithmic strategies, competition among them becomes
intense. When too many systems follow the same logic, trading advantages quickly disappear, and markets

become more efficient but less predictable. This makes it harder for any one algorithm to consistently
outperform others or to maintain a unique edge.
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Can Algorithms Really Beat the Market?

Whether algorithms can consistently outperform the market remains a matter of debate. In the short term,
Al models have proven capable of exploiting fleeting opportunities that human traders cannot detect or act
on quickly enough. However, long-term performance tends to regress toward the mean as the market
adapts to algorithmic strategies. Ultimately, markets are not static systems but complex adaptive
environments where each participant’'s behavior influences the overall outcome. Algorithms are
exceptionally good at identifying patterns, but only within the boundaries of available data. They cannot
anticipate human psychology, policy decisions, or rare black swan events. Therefore, while Al can often
outperform human traders, it cannot permanently “beat the market” in the classical sense.

The Future of Trading

The next phase of financial innovation will be characterized by human-machine collaboration. Rather than
replacing traders, Al will augment them, providing real-time insights, optimizing risk management, and
automating routine decisions. Emerging technologies like Explainable Al (XAl) will enhance transparency,
while Quantum Computing promises exponential increases in computational capacity for modeling
complex market interactions. Traders of the future may act as “Al supervisors,” overseeing automated
systems, interpreting their predictions, and ensuring ethical compliance. The success of trading will thus
depend not only on technical sophistication but on balancing human judgment with machine precision.

Human-Machine Collaboration Explainable Al (xAn) Quantum Computing

Conclusion

Algorithms have transformed global financial markets, enabling faster, data-driven, and more disciplined
trading. Al has pushed the boundaries further, allowing systems to learn, adapt, and predict with increasing
accuracy. Yet, the markets they operate in are also evolving influenced by policy, emotion, and uncertainty
that no model can fully capture. While algorithms may not permanently beat the market, they have
fundamentally changed how it functions. The future of trading lies in the partnership between human
intelligence and artificial intelligence, where machines provide speed and scale, and humans contribute
intuition, ethics, and foresight. In this collaboration, the goal is not merely to outperform the market, but to
understand it better and navigate it more intelligently.
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Queue-inventory systems capture the interaction between service congestion and stock constraints.
Efficient management of queues and inventory has always been central to industries such as healthcare,
logistics, and manufacturing. Customers wait in line for services that depend on available stock — whether
medicines in a hospital pharmacy, goods in an e-commerce warehouse, or raw materials in a production
plant. Traditional models from queueing theory and inventory management have helped organizations
predict waiting times of arriving customers and optimize stock levels. These models rely on assumptions
such as arrival rates, service times, replenishment times, reorder level and demand. Artificial Intelligence
(A1) is now reshaping how we think about such systems. With the ability to learn from real data, adapt to
uncertainty, and provide real-time decision support, Al offers a new way forward for managing both queues
and inventory in an integrated manner.

From Classical Models to Intelligent Systems

Queue-inventory systems are inherently complex: customers arrive at different times, supplies may be
delayed, and service depends on having stock available. Conventional approaches often model joint
distribution of queues (such as the M/M/1 or M/G/1 system) and inventory (such as EOQ, (s, Q), (s, S),
Random order size and base-stock policies) (Samanta et al, 2023). However, the assumptions of queue
and inventory rarely capture the variability of real-world environments, where demand and replenishment
processes may follow non-standard or time-varying distributions. As a result, classical models may fail to
provide efficient or adaptive solutions in practice. Recent Al-driven models overcome these limitations:

Deep learning models capture patterns in customer inflows and their demands, improving predictions
beyond classical models.

Reinforcement learning can balance service time and inventory replenishment, learning policies that
minimize both waiting and holding costs.

Online learning algorithms can continuously update parameters such as arrival rates or lead times
while making decisions (Chen, 2019).
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Healthcare as a Critical Use Case

Healthcare provides perhaps the most compelling example of Al-enabled queue-inventory management.
Hospitals simultaneously face patient queues and critical inventory constraints:

01

02

03

04

Emergency departments must predict peaks in patient arrivals to allocate doctors, nurses, operating
room and diagnostic equipment.

Blood banks (Aghsami et al, 2023) and pharmacies need to maintain adequate supplies of blood
units and medicines without excessive waste. Reinforcement learning models can recommend
replenishment policies that minimize shortages while avoiding overstock.

Surgical scheduling depends on synchronizing patient queues with the availability of surgical kits,
implants, and operating room staff. Al can dynamically align these elements to reduce cancellations
and delays.

Pandemic response showed the importance of rapidly balancing patient queues with scarce
medical supplies. Al-driven digital twins of hospital networks can simulate different triage and
supply strategies in real time.

The healthcare sector highlights the dual advantage of Al: reducing patient waiting times while ensuring
that life-saving resources are available when needed.
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Challenges

The integration of Al into queue-inventory systems is still at an early stage. Some challenges include:

Al models need abundant high-quality data, which smaller organizations or rural
hospitals may lack.

Reinforcement learning models struggle with the high-dimensional state spaces
of multi-product, multi-server systems.

&

Deep models may yield black-box policies that are difficult to interpret, which can
limit trust in safety-critical areas such as healthcare.

The road ahead lies in building systems that combine the analytical rigor of classical models with the
adaptive power of Al. If designed to be scalable, interpretable and robust, such systems could redefine
efficiency in industries where both customers and products are constantly in motion.
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The global economy operates through intricate production networks connecting over 300 million firms via
an estimated 13 billion supply links. These connections are critical for production, processing, and delivery of
essential goods, yet our understanding of these interdependencies remains surprisingly limited. Recent
evidence demonstrates that this knowledge gap has left economies ill-prepared to respond effectively to
disruptions, as evidenced during the COVID-19 pandemic when supply chain disruptions led to an
estimated 2% loss of global GDP (approximately USD 1.9 trillion) and substantially contributed to inflation.

This gap between the critical importance of supply networks and our limited understanding of them
represents both a significant vulnerability and an enormous opportunity. As economies become
increasingly interconnected and complex, the ability to map, analyse, and predict supply chain dynamics
emerges as a fundamental strategic capability for both policymakers and business leaders.
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Economic value and macroeconomic applications

Supply networks play a crucial role as drivers of inflation, with cost shocks to individual firms affecting
consumption prices both directly as suppliers to final demand and indirectly through network propagation
effects. The exact impact on consumption prices depends on production network structure and cost-price
pass-through mechanisms. Without detailed information on these networks, the impact of cost shocks and
optimal monetary policy responses remain elusive.

Central banks are increasingly recognizing this critical relationship. Firm-level supply network data
substantially improves understanding of inflation dynamics and how economic shocks propagate through
financial systems.

&)

EUROPEAN CENTRAL BANK

The European Central Bank's analysis demonstrates that supply chain disruptions
account for approximately one-third of the strains in global production networks,
with world trade being 2.7% higher and global industrial production 1.4% higher
without supply chain disruptions. This quantifies the substantial economic
opportunity available through enhanced network visibility

VAT-based firm-level supply network data has been leveraged to quantify macroeconomic impacts of
individual firm failures, to detect tax fraud, and understand indirect reliance on international supply chains.
Predictions from economic models based on firm-level VAT data differ substantially from those using
industry-level aggregate data, highlighting the importance of granular network information for economic
analysis. Research using detailed Japanese supply network data of several million firm-level supply links
successfully modelled indirect countrywide economic impacts of the 2011 Great East Japan Earthquake in
unprecedented detail, demonstrating the practical value of comprehensive network data for
understanding and managing systemic economic risks.
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Industry impact: lessons from automotive disruptions

The pandemic's impact on the automotive industry illustrates both the vulnerability of complex supply
networks and the transformative potential of enhanced visibility. Major manufacturers including General
Motors, Ford, and Fiat Chrysler suspended North American manufacturing operations in March 2020. Honda
reduced production at its UK factory by 50% for seven weeks, while Nissan's US plants shut down completely.
These shutdowns cascaded through global supply networks, forcing Toyota's plants in China, Europe, and
North America to cease production or implement short-time working for up to three months.

gm Major manufacturers including

General Motors, Ford, and Fiat Chrysler
suspended North American
manufacturing operations in March

113 I

The semiconductor shortage that followed COVID-19 exposed critical vulnerabilities in Ford's supply chain,
resulting in large-scale production delays and financial losses. Ford was forced to assemble vehicles

without key electronic modules, creating a substantial backlog of unfinished cars and causing an
estimated output shortfall of 100,000 vehicles in one quarter alone. The company projected a negative
impact of $1.0 to $2.5 billion on earnings for the first half of 2021 due to this crisis. In response, Ford initiated
wide-ranging reforms by investing in advanced supply chain analytics, engaging directly with chip makers,
and shifting toward build-to-order operations to strengthen visibility and resilience against future
disruptions, highlighting how crisis can drive strategic transformation.
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Artificial intelligence and network analytics

Integrating graph neural networks with granular supply chain data enables inference of complex
production functions that were previously unobservable, capturing how firms transform inputs into outputs.
Traditional economic models assume known production functions, but these relationships are often
complex and opaque in practice. Recent advances demonstrate that temporal graph neural networks with
specialized inventory modules can infer these production functions by analysing transaction patterns,
outperforming baseline approaches by 6-50% in production function learning and 11-62% in transaction
forecasting.

This capability proves particularly valuable for supply chain visibility and forecasting future transactions.
The approach enables firms to anticipate disruptions precisely, predicting which outputs will be affected
under input shortages based on learned production relationships. Such predictive capabilities represent a
fundamental shift from reactive to proactive supply chain management, enabling organizations to build
resilience rather than simply respond to disruptions.

International coordination and policy frameworks

The European Union's development of granular supply network mapping illustrates the strategic value of
coordinated data collection efforts. The EU proposal involves collecting national firm-tofirm trades through
VAT records and connecting countries based on trade data, potentially creating the first comprehensive
multi-country firm-level supply network representing nearly 20% of world GDP.

International organizations including the IMF, World Bank, OECD, and UN Statistics Division possess
considerable expertise in harmonizing international datasets and should play key roles in scaling these
efforts internationally. Harmonized standards for data collection and formatting, similar to those developed
for national accounts, are essential for creating coherent databases of international supply linkages. Such
coordination is not merely technical but strategic, as comprehensive network visibility becomes a source of
competitive advantage for nations and economic blocs.
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Implications and future directions

Robust supply chain network data represents a fundamental strategic asset for modern economies and
organizations. The evidence from leading research institutions and policy bodies demonstrates clear
relationships between network visibility and economic performance. Supply chain disruptions account for
approximately one-third of global production network strains, with substantial economic costs that could
be mitigated through enhanced data availability and analytical capabilities.

The integration of artificial intelligence with comprehensive network data opens new possibilities for
economic modelling, risk management, and strategic planning. As production systems continue to evolve
in complexity, the ability to understand and predict network dynamics will increasingly determine economic
competitiveness and resilience.

In an interconnected global economy, supply chain network data transcends operational information, it
constitutes strategic intelligence that drives economic performance, enables effective policy responses,
and ensures national and corporate competitiveness in an uncertain world. The question is no longer
whether such capabilities are valuable, but how quickly they can be developed and deployed at scale.

TG
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